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ABSTRACT: Botnets are a major security threat to today’s Internet. Therefore, the detection of botnets has become a central
task for network administrators. In this paper, we study the detection of botnets by monitoring and analyzing the Command
and Control (C2) channels communication traffic. We note that this detection approach is effective as it detects a botnet
before it engages in any harmful activities.

We analyze real network traffic captured at King Saud University network by exploiting the periodic behavior in C2
traffic. We use periodograms to study the periodic behavior, and apply Walker’s large sample test to detect whether the
traffic has a significant periodic component or not, and, if it does, then it is bot traffic. We apply this test on two different
days of KSU traffic. We show that the traffic in those days exhibit periodic behavior and report the source of that traffic as
bot.
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1. Introduction

A botnet is a group of compromised computers (bots) that are controlled remotely by a single entity called a botmaster.
Command and control (C2) communication channels are used by the botmaster to command and control bots in order to
download the required information and codes for attacks execution [1]. Botnets are currently one of the major security threats
that Internet users face. They are used to execute various malicious activities such as identity spoofing, password guessing,
eavesdropping, DNS poisoning, Distributed Denial of Service (DDoS) attacks, E-mail spam, and phishing. Consequently, the
detection of botnets has become an aim for network security administrators.

Botnets can be classified into two types, commonly called first and new generations [2, 3]. The first generation uses the
Internet Relay Chat (IRC) service for its C2 communication channel. This type is also referred to as centralized botnets. The
centralized C2 mechanism of such botnet has made it vulnerable to being detected and disabled because it has a single point
of failure. The new generation of botnets are called Peer-to-Peer (P2P) based botnets. The P2P botnet does not suffer from a
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single point of failure, as it does not have a centralized C2 server. Instead, botnet’s members contact each other through a
mesh topology [3].

Regardless of the different structures and communication protocols used in many botnet variants, bots within a single botnet
frequently contact each other through C2 communication channels every T seconds to receive commands, update data, and
send keep-alive messages. Due to this behavior, these bots demonstrate similar traffic activities which result in temporal-
spatial correlation[4]. Therefore, and as result of the pre-programmed manner in bots, periodic behavior arises in botnet C2
channels traffic.

Recent researches in botnet detection propose different techniques to achieve acceptable detection results. These techniques
can be classified into two essential techniques; honeynets-based detection and passive network traffic monitoring-based
detection [5, 6]. Honeynet-based techniques have been used to understand botnets’ characteristics more than their detection.
On the other hand, passive network traffic monitoring is helpful to identify the existence of botnets [6]. Network traffic
monitoring allows the traffic at particular points in a network to be recorded, displayed in a useful format, and hence analyzed
appropriately. In our work, we adopt traffic monitoring through the analysis of network traffic behavior.

Analysis of network traffic behavior is an effective method for botnet detection. It is performed by monitoring network traffic
and noting unusual actions or departures from normal operation rather than the focus on packets’ content, which we may or
may not have access to, and even if we did, it might be encrypted. Furthermore, analysis of network traffic behavior allows
the observation of a large amount of traffic with less processing time when compared to deep packet inspection [7].

Yu et al., [8], presented a method to detect botnets based on similarity measurement. This is achieved by computing the
average Euclidean distance between streams of host features. Once few feature streams exhibit high similarity in their
activities, the corresponding hosts are regarded as suspected bots. The authors extracted several features to construct the
feature stream, example of these features include; total packet exchanged in flow, average bits per second for flow, and flow
duration. In their work, they used the Discrete Fourier Transform (DFT) to avoid huge calculation among feature streams.
Arshad et al., [9], followed a similar approach to the one used by Yu’s, where they measured the similarity between NetFlows,
[10], to detect botnets. They monitored the behavior of NetFlows and attacks simultaneously. To identify bot infected hosts,
they clustered bots with similar NetFlows and attacks in different time windows, and then performed correlation techniques.
The method is applied to real-world packet traces including normal traffic and several real-world botnet traces that included
IRC-SdBot, IRC-SpyBot, HTTPBot-I, and HTTP-Bot-II.

To detect IRC botnets’ C2 traffic and distinguish it from IRC chat traffic, Ma et al., [11], proposed to analyze the characteristic
of packet size sequences of the TCP conversation held between IRC bots and their C2 servers. They found that the TCP
conversations within IRC botnets show a nature of approximate (quasi) periodicity, whereas the ones in IRC chat do not
show periodicity. On the other hand, AsSadhan et al., [12], studied the periodic behavior in C2 traffic, they evaluated the
periodogram of the traffic, then applied Walker’s large sample test to detect whether the traffic has a significant periodic
component or not.

All of the reviewed techniques share the following advantages; 1) They are independent of the structure and communication
protocol used in the botnet, 2) They look for periodic behavior or similar activities in botnet traffic, 3) There is no need for any
other a priori knowledge of the botnet behavior. The drawback of these techniques is that a botmaster may attempt to evade
the detection of its C2 traffic periodic behavior by randomizing the update times. However, such evasion scheme will limit the
efficiency of the exchange of C2 channel traffic between bots. As a result, a bot might not have the needed C2 updates on
time, which might disturb the effectiveness of the attack carried out by the botnet.

The rest of this paper is organized as follows; in Section II we give an overview of KSU’s network dataset and how we
captured it. In Section III, we describe the architecture of our approach in botnet detection. Section IV presents and evaluates
the results of the approach on various network traces. We present our conclusions in Section V.

2. Network Traffic Capturing

The first step to test a network traffic behavior analysis tool is to obtain packet traces. There are several approaches to obtain
packet traces, and these traces differ in their characteristics depending on the approach used in obtaining them. Packet traces
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can be obtained by; 1) Generating traffic in an isolated experimental network environment (e.g., [13]); 2) Simulating network
traffic (e.g.,[14]); 3) Capturing traffic from real world networks (e.g.,[15]). Both generating traffic in an isolated experimental
network environment and simulating it provide packet traces that contain header and payload information. Network traffic
generated in an isolated network is a better representation of real world network traffic than simulated traffic. However, it is
not easy to either simulate or generate network traffic with all of the network applications that real world networks have [16].
Therefore, generated network traffic is only a good representation of individual applications traffic.

Using previously captured packet traces becomes an issue after few years pass since their capture as they become old and
outdated. Tavallaee et al., [17], reviewed the state of experimental practices in the area of anomaly-based intrusion detection
and surveyed 276 studies, containing 61 journals and 215 conference/workshop papers that were published during the
period of 2000-2008. Based on their findings, it has been observed that most of the published work has been tested and
validated using outdated datasets whose accuracy and ability to reflect current real-life conditions are questionable. Therefore,
to avoid using outdated datasets we resort to capturing recent packet traces from King Saud University’s (KSU) network.

To execute the capturing, we used Endace DAG 7.5G2 card [18]. The Endace DAG 7.5G2 card is used to capture traffic at the
full line rate from the network into the memory of the host computer with zero packet loss. The DAG 7.5G2 card1 operates on
a 4 lane PCIe bus and can be installed in any free 4 lane PCIe slot [19]. KSU network traffic was captured from one of the
routers in KSU’s network by mirroring the traffic of one of its ports into DAG7.5G2 card port through the Switched Port
Analyzer (SPAN) of router. More than 11TB worth of traffic was captured using DAG 7.5G2 in native Endace Record Format
(ERF) to cover all hours of the day for 50 days starting from Dec. 22, 2012 until Feb. 9, 2013. Approximately, more than 10,000
hosts were active inside KSU network during the capturing process.

3. Architecture Of Botnet Detection Approach

Figure 1 shows the architecture of our botnets detection approach. First, raw traffic is captured from the network’s router as
explained in SectionII. Then, packet traces are filtered out to reduce the volume of processing data;  simultaneously the
anonymization technique is performed on IP addresses of the filtered packets to maintain the privacy of the users. After that,
packets are aggregated over appropriate time intervals and several count-features sequences, [12], are extracted within the
aggregated intervals to produce discrete time sequences. Finally, statistical signal processing techniques are applied to the
discrete time sequences to look for periodic behavior for the purpose of botnet detection. We next elaborate on these steps.

3.1 Anonymization of Packet Traces
Network administrators are typically unwilling to release their packet traces to the public due to the concern that user private
information may be deduced from the trace. To make the traces publicly available, anonymization process has to be applied
and only packets’ header information can be released. In our work, we anonymize the IP addresses of KSU packet traces,
where each distinct IP address appearing in the original trace is mapped to a distinct random address, thus the mapping
process is performed one-to-one. The address anonymization technique is prefix-preserving, where two IP addresses sharing
an n-bits prefix in the original IP address space will also share a n-bit prefix in the anonymized IP address space [20]. We use
the Cryptography based Prefix preserving Anonymization (Crypto-PAn) tool to perform IP address anonymization. The
Crypto-PAn tool is used to perform prefix-preserving anonymization, which uses the IP::Anonymous built-in Perl’s module
[21]. One of the important characteristics of Crypto-PAn is that it uses cryptography techniques that allows the owner of the
traces to use a secret key to keep the anonymization process secret.

3.2 Preprocessing of Packet Traces
We use Perl, [22], to convert captured packets into Comma Separated Value (CSV) files. We start by recognizing the timestamp
and data length fields between  packets. Then we read the Ethernet frame header for each packet, where, we can recognize IP
packets. After that, by parsing the IP header, we were able to get TCP packets. We focus on TCP packets since they constitute
75 – 85% of Internet’s traffic. At KSU’s dataset, TCP packets represent more than 90% of IP packets. For each TCP packet, we
extract the following information and store them in CSV files:

• Time stamp

1 Endace card works on Linux, FreeBSD, Windows Server 2003/2008, and Windows 7- 64 bit operating systems
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• Source IP address

• Source port

• Destination IP address

• Destination port

• TCP flag (SYN, FIN, RST, or no flag is set)

• Data sequence number of the packet

• Data sequence number of the data expected in return

• Acknowledgment sequence number

• Receiver window

• Total length of the frame

We use the first five of the above features to produce discrete-time sequences. This is performed by aggregating TCP
packets over an appropriate aggregation interval. Then count-features sequences (packet, byte, address, and port counts)
are extracted from TCP packet header information. Statistical signal processing techniques can then be applied to discrete-
time sequences for the purpose of botnet detection. The rest of above features will be used in our future work.

3.3 Methodology of Botnet Detection
We detect bots in network traffic through the detection of periodic behavior in the network traffic. This is done by analyzing
the Power Spectral Density (PSD) of count-feature sequences extracted from the traffic. One of the most used tools to
estimate PSD of signals are Periodograms [23]. The frequency components of a periodic signal exhibit high level of power at
its fundamental frequency when its periodogram is calculated. Therefore, the periodogram of a periodic signal will have a
high peak located at the fundamental frequency of the signal when compared to the mean of the periodogram.

After evaluating the periodogram and locating its peak, we test the significance of the peak compared to the mean of the
periodogram. We use binary hypothesis testing, [24], and set up the null hypothesis H

0
: the count-feature sequence is

Gaussian against the alternative hypothesis H
1
: the sequence has a periodic component at some unspecified frequency [12].

By using Walker’s large sample test, [25], AsSadhan et. al, [12], sets the following statistic to test the peak’s significance

g*
x 
= (1)

Pr [ g *
x
 > z ] ~ (1− exp (−z / 2 ))m . (2)

Under H
1
, where the signal is periodic, the ratio g *

x
  will be large. Therefore, we can use a one sided test and select the critical

region g *
x
  >  zα, where zα is selected so that the right hand side of (2) is equal to α, which is the false positive probability of

the test, and the value of  zα would be :

zα = − 2ln (1 −  (1 −  a) 1/m ). (3)

The value of α  is selected based on how small we want the probability of  false positive to be.

We reject H
0
 if g*

x
 is larger than zα, and conclude that the sequence has a periodic component with a false positive probability

of α , and that the periodic behavior is due to bot C2 traffic. If g*
x 
is less than  zα we accept  H

0 
and conclude that the sequence

does not have a periodic component.

4. Results and Analysis

In addition to the C2 traffic generated by a given bot, the bot will have other background traffic generated by the legitimate
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Figure 1.  Architecture of botnet detection approach

user of the compromised machine. The background traffic can dominate the bot’s traffic, especially if its volume is high
enough and/or the C2 traffic has a long period or a small duty cycle [12]. This might result in hiding the periodic behavior of
the C2 traffic; thus failing to detect the bot.

An alternative would be to filter out the traffic of every port number for a given host, then examine the traffic behavior of
every port number to test if it exhibits periodic behavior or not. However, this is not scalable for a network that has many
hosts like KSU. Therefore, instead of testing the traffic of a given port number at every host, we test the port traffic for all
internal hosts in KSU’s network. We perform this on selected port numbers that are suspicious to be used by botmasters.

We focus on KSU’s IRC traffic and filter packet traces using port number 6667. We analyze the IRC traffic that originates from
or is directed to KSU’s hosts during a 24 hours period starting at 6AM on a given day until 6AM on the next day.

The top plats of Figure 2 show the packet and byte count sequences of IRC traffic for the packet traces captured on Thursday
Dec. 27, 2012. An aggregation interval of 60 seconds is used to extract the two count sequences from IRC traffic. The bottom
plots in the same figure show the periodogram for each sequence after subtracting its mean and normalizing it by its standard
deviation. In both periodograms, a significant peak located at 0.34 mHz, which corresponds to a period of 49 minutes. The
significant peak is followed by other peaks, which represent the signal’s harmonics.

We select 1% as the false positive probability; thus the value of the threshold z
1
% in (3) is equal to 232. We test the

significance of the periodogram’s peak, max (P
xx

[k], for the two sequences by evaluating the ratio g *
x
 in (1). We find it to be

25 for both sequences. Since this value is larger than z
1
%, we conclude that the traffic exhibits periodic behavior and is due

to an internal bot issuing C2 traffic. The top plots in Figure 2 show that the C2 traffic is active for a very short time during the
period duration result in a very low duty cycle. This is because the IRC C2 traffic exchange involves very few packet that only
represent the traffic originating from KSU’s hosts and the return C2 traffic does not appear. This might be due to a firewall
configuration that blocks such traffic.

2 The number of ordinates at the positive frequencies of periodogram, m, used in evaluating  z
1
% is 1024.

The ratio  g *
x 
equals 44 for the periodograms of both of the address and port count sequences shown in Figure 3 for the same

traffic. We note that the peaks of the periodogram of the address and port count sequences are greater than those of the
packet and byte count sequences. This is because the number of distinct addresses or port numbers in the traffic has fewer
fluctuations when compared to the number of packets or bytes.
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Figure 3. Left plots show the address count for IRC traffic and its one sided periodogram. Right plots show the port count
for the same traffic and its one sided periodogram. The aggregation interval for both count sequences is 60 s

Figure 2. Left plots show the packet count for IRC traffic and its one sided periodogram. Right plots show the byte count
for the same traffic and its one sided periodogram. The aggregation interval for both count sequences is 60 s.
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Figure 4: Left plots show the packet count for IRC traffic from a single host and its one sided periodogram. Right plots
show the address count for the same traffic and its one sided periodogram. The aggregation interval for both count

sequences is 60 s

We can also see from Figures 2 and 3 that byte-count sequence follows packet-count sequence, in addition, the portcount
is similar to address-count sequence. Therefore, in the rest of our results, we will concentrate only on packet and address
counts sequences.

Next we identify which KSU host(s) was responsible for the periodic behavior. This is done by searching through all KSU’s
hosts and observing the number of transferred packet on port 6667. The host(s) that generates a significant amount of
packets when compared to the number of IRC packets treated as suspicious, and their traffic is further analyzed.

Figure 4 shows the packet and address count sequences of a suspected host’s IRC traffic and their periodogram at the same
day. We use the same aggregation interval of 60 seconds and extract the packet and address count sequences within this
aggregation interval. We can see a significant peak located at the same frequency in Figures 2 and 3, which corresponds to
a period of 49 minutes. The ratio g *

x
 is 45 for both packet and address count sequences. We notice that this value (in the case

of testing the IRC traffic of single suspected host) is higher than the values of the test ratio we get in case of testing the IRC
traffic of all internal hosts in the network (25 and 44 for packet and address count sequences, respectively). This is due to the
presence of legitimate IRC traffic mixed with the bot’s C2 traffic in case of testing the whole IRC traffic. Since this legitimate
traffic does not exhibits periodic behavior, it lowers the value of the periodogram’s fundamental peak.

While testing the port traffic for all internal hosts in KSU’s network, we also find that the suspected KSU’s host exhibits
periodic behavior on port number 6970. Port 6970 may be used by Trojans as backdoor to allow a remote user access the host.
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Figure 5 shows the packet and address count sequences and their periodograms for port 6970 traffic of the suspected host
on Monday Dec. 31, 2012. Periodograms of both sequences show a significant peak located at 0.4 mHz, which corresponds
to a period of 42 minutes. The values of the ratio test are 54 and 60 for the periodograms of packet and address count
sequences, respectively. Both these values are greater than threshold test. Therefore, we can conclude that this suspected
host has another periodic behavior on port 6970. We note that the whole traffic of KSU’s hosts on port 6970 on that day also
exhibits periodic behavior (figures are not shown).

5. Conclusions

We detect botnets by detecting periodic behavior of bots’ C2 communication traffic. This is done through testing the
significance of the maximum ordinate of the periodogram of the packet, byte, address, and port count sequences. Since we
note the similarity between the packet and byte count sequences in Figure 2, and between the address and port count
sequences in Figure 3. We only consider the packet and address count sequences.

We analyze the IRC traffic and the traffic on port number 6970 of all hosts in KSU’s network and find it to exhibit periodic
behavior. We then examine the traffic of the suspected single bot generating the majority of this traffic and show that it
exhibits a stronger period behavior as well in Figure 4-5. We note that since these port numbers are rarely used, legitimate
traffic on these port number generate background traffic with low volume. This enables us to analyze the whole traffic of KSU
and still be able to detect the periodic behavior. Therefore, we can conclude that the technique presented here can effectively
be used to detect botnets in nowadays traffic as it was before when applied to datasets captured few years back.
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Figure 5. Left plots show the packet count for the traffic on port 6970 from a single host and its one sided periodogram.
Right plots show the address count for the same traffic and its one sided periodogram. The aggregation interval for both

count sequences is 60 s
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