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ABSTRACT: Outlier detection always plays a major role in different industrial domains ranging from major financial fraud
detection to network intrusions and also major clinical diagnosis of different diseases.  Over the years of research, distance
based outlier detection algorithm and density based outlier detection algorithm have emerged as a viable, scalable, parameter-
free alternative way to the very long before the traditional approaches. In this paper, we evaluate both the distance and
density based outlier detection approach applying on a time-series data i.e. stock market data traded for three months. We
begin by surveying and examining the design landscape of the above outlier detection approaches. Also implemented the
outlier detection framework for the said design and analysis to understand the various pros and cons of various optimizations
proposed by us on a real-time data set i.e. the current stock market data set. The combinations of optimization techniques
(factors) and strategies through distance and density based outlier approaches always dominate on various types of data
sets. So plays a dominant role on this real-time stock market data set.
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1. Introduction

In a larger number of data, outlier detection is said as per layman’s terms, the noted physicist Stephen Hawkin’s definition as “an
observation which deviates so much from the other observations as to arouse suspicions that it was generated by a different
mechanism”. For over a century, the outlier detection is the prime focus in more research work in the fields of statistics. Here, the
data is considered to follow a parametric distribution and the objects never confirmed to the parametric nature are considered as
outliers. Several non-parametric approaches which could not rely on the non-parametric data distribution have been proposed.
The first class of methods which confirms to the non-parametric nature is the clustering algorithms. Basically partition-based
clustering (k-means, fuzzy c-means), hierarchical based clustering and density-based clustering i.e. dbscan etc. The idea comes
as a label to create outliers having those points that were not a core part of any clusters. While going for discovering various
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tasks on knowledge based are classified broadly into categories like dependency detection, class description, class identification
and exception outlier detection. In correspond to the first three categories, the task is applied to a large number of objects in the
dataset. The referred tasks in data mining (e.g. association rules, data classification, data clustering etc.). The fourth category
focuses on a very small percentage of data objects quite discarded as noise. For last four decades, computational geometry
inspired for more on outlier detection.  It is based on the depth and convex hull computations. Due to the computational power,
outliers are calculated relying more on the principle of data lying in outer space of the data space. The dependency on convex
hull calculation hampers the scalability of such outlier detection on high dimensional data and even on low dimensional data
these methods are quite very expensive with very large datasets.

To address the scalability factor on high dimensional data as well low dimensional data, the density based outlier detection
approach which determines the outliers by analyzing the object’s neighborhood density and presents the opportunity to
identify the outliers that are missed by other methods. Here these methods give the idea of the distance that plays an important
role in determining the neighborhood and local density. While these methods give assurance in improved performance compared
to methods inspired on statistical or computational geometry principles, they are not scalable. The well known nearest-neighbor
principle which is distance based was first proposed by Ng and Knorr. It employs a well-defined distance metric to detect outliers
i.e. the greater is the distance of the object to its neighbors, the more likely it is an outlier.  In data mining and data analytics, the
distance based approach is a non-parametric approach which supports generally the larger dataset with high dimensionality.
The basic algorithm for such distance-based algorithm is the nested loop (NL) algorithm. This nested-loop (NL) algorithm
calculates the distance between each pair of objects and calculates the outliers in regards to those objects which are very far
from the neighbor-hood objects. The NL algorithm is the quadratic complexity in nature with respect to the number of objects,
making it mostly not fit for mining large database like government audit database, clinical trial data and network data. So looking
into the prospect of designing of such algorithms, we have identified several important optimizations and algorithms such as the
use of compact data structures. Hence, the fundamental optimization technique that should be followed by all such algorithms
is to find out an approximate nearest neighbor search such that it should find out a point that is an outlier in the data set.

1.1  Related Works
For so many years the outlier tests have been conducted depending on the (i) data distribution, (ii) the distribution parameters
like standard deviation, variance, mean etc.,(iii) the number of expected outliers  including upper or lower outliers. There are two
serious problems while testing these outliers, the first one is that all the outliers are considered as univariate (i.e. single
attribute).

Symbol Description

N Number of outliers in dataset to be identified in the database

K Number of nearest neighbours to be considered

Dk(p) Distance between point p and it kth closest neighbour

Dk
min Smallest distance between a point and its kth nearest neighbour from data set

|P| Number of objects (size) of a partition P

R (P) The MBR diagonal value of a partition P

MINDIST  Minimum distance between an object and MBR structure-

MAXDIST Maximum distance between an object and I structure

Table 1. Notations
The second one is that all of them are considered as distribution based. In some situations there is no idea that whether a
particular attribute follows a normal distribution i.e. a gamma distribution such that we need to perform an extensive testing to
search for a mathematical distribution that fits the attribute.So depth-based methods are not expected to be more practical for
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more than four dimensional large datasets.

The DB-based (distance-based) techniques for outlier detection have become popular due to non-parametric nature and the
ability to scale to large datasets. There are three main definitions of outliers:
(a)  Outliers are objects with lesser than k neighbors in the dataset, where a neighbor is an object within a distance R
(b)  Outliers are having n objects giving the highest distance values to their respective kth nearest neighbor
(c)  Outliers having n objects presenting the highest average distance to their respective k nearest neighbors

All three definitions exemplify Hawking’s definition, that is, the greater is the distance of the object to its neighbors, the more
likely it is an outlier. The first definition originally proposed by Knorr and Ng relies on both the definition of a neighborhood (R)
as well as the number of neighbors k in order to determine whether a point is an outlier or not. The choice of R is an additional
parameter that we will set to determine apriori.

In fact, for a useful selection of R, it is shown that Knorr and Ng’s definition leads to a quadratic algorithm where all distances
between pairs of objects must be calculated in the worst case. Another measure that magnifies such data for each object p is Dk

(p), which is the distance between the object p and its kth-nearest neighbor. This measure was proposed by Ramaswamy, and is
the basis of the second definition of an outlier. Among the three, however, the kNN definition by Ramaswamy is definitely more
frequently used and is the focus of the paper.

2.1 Distance Based Outliers Problem Domain
The distance based outlier is taken into consideration as an object P in the real time dataset R and it is DB (p, D). The DB (p, D)
is an outlier when at least the fraction p of the total objects in R lies greater than the euclidean distance D from P. Whether being
standardized or without standardized in some applications, the dissimilarity (or similarity) between the objects is calculated by
taking the distance between each pair of objects. The distance said above is the Euclidean distance measure which is defined as

d (i, j) = sqrt (( xi1 − xj1)
2 +  ( xi2 - xj2)

2 + ..... + (xin  − xjn)
2  (1)

where  i = (xi1, xi2, ……….., xin) and j = (xj1, xj2,………..,xjn)

The euclidean distance satisfies the following mathematical requirements of a distance function :
(i) d (i, j) >= 0 : Distance is a non negative number
(ii) d (i, j) = 0 : Distance of any object to itself is always zero
(iii) d (i, j) = d (j, i) :  Distance is symmetric in nature
(iv) d (i, j) < = d (i, h) + d (h, j) :  Calculating the distance from object i to object j in space is no more than making a distance over
any other object h

The notation i.e. DB (p, D)  means the shorthand notation for distance based outlier using the parameters p and D which is
nothing but the Hawkins definition. The definition is well defined for k-dimensional datasets for any value of k. Anyhow, the
DB-outliers are not restricted computationally to small values of k. Hence the DB-outliers rely on the computations of distance
values based on a metric distance function.

2.2 Properties of DB-Outliers
Definition 1: The generalization of DB (p, D) brings another definition Def for outliers, if there are specific values for p0 and D0
so that the object i.e. O is a DB (p0, D0) which is the outlier. Outliers are considered in a normal distribution as the observations
that lie 3 or more standard deviations(σ) from the mean i.e.μ

Definition 2: Let us define Defnormal as ‘t’ which is an outlier  in a normal distribution with mean μ and standard deviation  σ   if
|(t - μ) / σ| >= 3. DB (p, D) unifies Defnormal with p0 = 0.9988 and D0 = 0.13σ so that, t is an outlier according to Defnormal if t is a DB
(0.9988, 0.13ó) as an outlier. If the value 3σ is changed to some other value, such as 4 σ, the above definition should be modified
with the related p0 and D0 to show that DB (p, D) still unifies the new distribution of Defnormal.

Definition 3: Let us define Defnormal shows that t is considered as an outlier in a Poisson distribution with parameter  μ = 3.0 if t
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 t >= 8. DB (p, D) unifies Defpoisson with p0 = 0.9892 and D0 =1.

2.3 A Simple Nested Loop Algorithm For Finding All DB (p, D) − − − − −  Outliers
The algorithm NL i.e. the nested loop algorithm given below uses the nested loop design in blocks oriented nature.  Let us
assume that the total size of the buffer of B% of the total dataset size, the algorithm divides the entire buffer space into two
equally measured arrays as the first array and the second array where the whole dataset got divided into arrays. By doing this,
it computes the distance between each pair of objects or tuples. For each object t in the first array, a count of its D-neighbors is
maintained. The process of counting almost gets done for a particular tuple whenever the number of D-neighbors exceeds M.

2.3.1 Pseudo-Code For Algorithm NL (Nested Loop)
(a) The size that holds B/2% of the dataset will be filled with a block having tuples from T.

(b) In first array, for each tuple ti, steps to be followed:

1. The counter is to be initialized i.e. counti to 0

2. In the first array, for each tuple check ti whether the dist(ti, tj) <= D

3. If the above distance happens to be less or equal to D, then increment the ti i.e. counti > M where we could mark ti as a non-
outlier and further proceed to the next ti

 4. While the remaining blocks to be compared to the first array, then fill the second array with another block. For each unmarked
tuple ti in the first array where for each tuple ti in the second array if dist(ti, tj) < = D

5. If it happens, then increment the counti by 1. So if counti > M, mark ti as a non outlier and proceed to next ti

6. For each unmarked tuple ti in the first array, report ti as an outlier

7. In the second array if it has served as the first array anytime before, then swap the names of the first and second arrays and
go to step (b).

3.  Application of Stock Market Data as Time Series Data

As the below stock market text dataset hold for the National Stock Exchange data of Tata Motors for a quarter, these dataset
consists of the date of transaction, opening price of the day, high and low price for a day and the closing price for a day. Since
the data is collected for three months, it is time-series data as the outliers are to be observed for multidimensional data i.e.
attributes around five in the dataset. The data related to the opening and closing price is calculated in terms of euclidean
distance for data in columns like open price and closed price.

The sum is taken of the euclidean distances (row-wise) between the contents in open price and close price. Hence the average
euclidean distance is calculated for the total objects i.e. rows or records (tuples). Here the fraction of object is calculated by
taking the value of ‘p’ as 0.9. Since the total number of rows are 249 in the dataset, therefore the fraction of the object i.e. ‘f’ is
calculated as (249× (1−p)) which produces 24.9. Here the one dimensional matrix i.e. C1 of rank 249×1 where it contains all
euclidean distances (row or tuple wise) between open and close prices. While iterating through the records from 1 to 249, if the
value in C1 is less than the average euclidean distance then if the count of the object is greater than the fraction of the object,
then it is not an outlier otherwise it is an outlier as shown Figure 2 and Figure 3 respectively. If the calculated distance is greater
than the average euclidean distance, then also it is considered as the outlier. Then the Nested Loop (NL) is applied to calculate
the non-outliers and outliers in respect to the date.

In the same way, the high price and low price are calculated in terms of euclidean distance row wise as it checks the euclidean
distance measurement for columns like high price and low price. The sum is calculated for euclidean distances (row-wise)
between the data in high price and low price. Hence the average euclidean distance is calculated for the total objects means rows
or records (tuples). Here the fraction of object is calculated by taking the value of ‘p’ as 0.9. Since the total number of rows are
249 in the dataset, therefore the fraction of the object i.e. ‘f’ is calculated as (249× (1-p)) which produces 24.9. So that the one
dimensional matrix of order or rank 249×1 i.e. C2 where it contains all euclidean distances(row wise or tuple wise) between high
and low prices. While traversing through the records from 1 to 249, if the value in C2 is less than the average euclidean distance
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then if the count of the object is greater than the fraction of the object, then it is not an outlier otherwise it is an outlier as shown
in Figure 4 and Figure 5 respectively. If the distance is greater than the average euclidean distance, then also it is counted as
outlier. Then the Nested Loop (NL) is applied to calculate the non-outliers and outliers in respect to the date.

In Figure 2 and 4, the color i.e. red indicates the non-outliers as per the date against the euclidean distance difference between
Open and Close Price column data.  The x-axis is the date and the y-axis is the distance differences. So in figure 3 and 5, the blue
color indicates the outliers.

4. Clustering-Based Techniques for Outlier Detection

Clustering finds groups of strongly related objects. Outlier detection finds objects that are not strongly related to other objects.
Thus, an object is a cluster-based outlier if the object does not belong strongly to any cluster. In detecting outliers, small
clusters that are far from other clusters are considered to contain outliers. This approach is sensitive to the number of clusters
selected. It requires thresholds for the minimum cluster size and the distance between a small cluster (with outliers) and other
clusters. If a cluster is smaller than the minimum size, it is regarded as a cluster of outliers. This paper presents a density-based
clustering technique known as Density Based Spatial Clustering of Applications with Noise (DBSCAN). The detection of time
series outliers using the DBSCAN technique is focused in the paper.

4.1 Density Based Spatial Clustering of Applications with Noise (DBSCAN)
It presents a density-based clustering technique which estimates similarities between points from a data set with respect to
distance and partitions them into subsets known as clusters, so that the points in each cluster share some common trait. We use
the clustering technique used in data mining known as Density Based Spatial Clustering of Applications with Noise (DBSCAN).

DBSCAN is designed to discover the clusters and the noise from a given set of points by classifying a point

(i) Inside of a cluster (core point)

(ii) In the edge of a cluster (border point), or

(iii) As neither a core point nor a border point (noise) .

DBSCAN requires two important parameters; Eps, which is a specified radius around a point to other points, and MinPts, which
is the minimum number of points required to form a cluster.

4.2 Key Concepts
The following definitions are the key concepts in understanding the DBSCAN algorithm:

Definition 1 The Eps - neighborhood of a point p, denoted by NEps (p), is defined by

                                      psEPS EqpdistPqpN <=∈= ),(|{)(
A point is a core point if it has more than a specified minimum number of points required to form a cluster (MinPts) within an Eps
- neighborhood. These are points that are in the interior of a cluster. A border point has fewer than MinPts within an Eps, but it
is in the Eps - neighborhood of a core point. A noise point is any point that is neither a core point nor a border point.

Definition 2: The density-based approach is an approach that regards clusters as regions in the data space in which the objects
are dense and separated by regions of low object density (outliers).

Definition 3: Considering the points p1 and p2 , if  p1 is directly density reachable from p2 if points are close enough to each
other such that dist(p1, p2) < Eps, as measured using Euclidean distance or using any other distance measure. There are at least
MinPts points in its neighborhood. For example, if MinPts = 6, then p1 must have at least 6 points as its neighbors. This concept
of direct density-reachability shows that p1 is density reachable from p2 because the dist (p1, p2) < Eps, and p1 has enough
points as its neighbors.

Definition 4:  A point p1 is density reachable from a point p2 with respect to Eps and MinPts if there is a chain of points p1, ...
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Figure 1. Stock Market Data in National Stock Exchange, Mumbai for Tata Motors

Sources:http://nseindia.com/live_market/dynaContent/live_watch/get_qoute/GetCoutejsp?symbol=TATAMOTORS
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pn, such that pi + 1 is directly density-reachable from pi.

Definition 5:  A point p0 is density-connected to a point pn with respect to Eps and MinPts if there is a point q such that both
p0 and pn are density-reachable from q with respect to Eps and MinPts.

4.3 The Algorithm
In general, using parameters Eps and MinPts, DBSCAN finds a cluster by starting with an arbitrary point p from a set of points
and retrieves all points density-reachable from p with respect to Eps and MinPts. Suppose p is a core point, if p has neighboring
points greater than or equal to the value of MinPts, a cluster is started. Otherwise, the point is labeled as an outlier, and a new
unvisited point is retrieved and processed leading to the discovery of a further cluster of core points. A point can be in a cluster,
and it can be an outlier. After all the points have been visited, any points not belonging to any clusters are considered outliers.
The formal details are given in Table 2, and Algorithm 1 presents pseudocode for the DBSCAN algorithm.

Figure 2. Open_Close Non Outliers in respect to date

Figure 3. Open_Close Outliers in respect to date
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(a) Select the values of Eps and MinPts for a data set P to be clustered

(b) Start with an arbitrary point p and retrieve all points density-reachable

(c) If p is a core point that contains at most MinPts points, then a cluster is formed, otherwise, label p as an   outlier

(d) A new unvisited point is retrieved and processed leading to the discovery of further clusters of core points

(e) Repeat step (b) until all the points have been visited

(f) Label any points not belonging to any cluster as outliers

Table 2. DBSCAN Algorithm

Algorithm

Aim: Clustering the data with Density-Based Scan Algorithm with Noise (DBSCAN)

Input: SetOfPoints (P) - data set (m, n); m-objects, n-variables

Eps : neighborhood radius

MinPts : minimal number of objects required to form a cluster

Output: A vector specifying assignment of a point to certain cluster

For example : 1st and 3rd points can be in cluster  No.1 and 2nd and 4th points can be in cluster No.2
(a)  As a function in MATLAB, the function DBSCAN takes three parameters i.e. SetOfPoints, MinPts and Eps where the output
is the parameter i. e. IsPointAnOutlier.
(b) Call the Normalize method which takes input as SetOfPoints and set the output to ‘SetOfPoints’
(c)  Assign the Clusterid as zero
(d)  For each and every unvisited point p in a ‘SetOfPoints’, mark p as visited
(e)  After that the method ‘getNeighbors’ passes the parameters  as SetOfPoints, P, Eps, the output gives the  list of neighbors
i.e. PListOfNeigbors.

Figure 4. High_Low Non Outliers in Respect to Date
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(f)   If the size of ‘PListOfNeigbors’ is less than the minimum point i.e. ‘MinPts’, then mark ‘p’ as the outlier
(g)  Then iterate the loop like the next cluster is assigned it to ‘Clusterid’
(h)  Further the method i.e. ‘expandCluseter’ passes the parameters as SetOfPoints, P, N, Clusterid, Eps, MinPts, so add the ‘p’
to the cluster having the Clusterid

function expandCluster(SetOfPoints, P, N, Clusterid, Eps, MinPts)

add p to cluster Clusterid

WHILE there is unvisited point p’ in ListOfNeighbors

mark p’ as visited

PListOfNeigbors’ = getNeighbors(p’, Eps)

IF PListOfNeigbors’ <= MinPts

PListOfNeigbors = PListOfNeigbors joined with PListOfNeigbors

add p’ to cluster Clusterid

ENDIF

ENDWHILE

RETURN

ENDEXPANDCLUSTER

function = getNeighbors (SetOfPoints, P, Eps)

RETURN Eps-Neighborhood of p in SetOfPoints as a list of points

ENDGETNEIGHBORS

DBSCAN has several advantages including its ability to find arbitrarily shaped clusters. It does not require the user to know the
number of clusters in the data in advance. DBSCAN is very robust to outliers and requires just two parameters, Eps and MinPts.
However, DBSCAN is highly affected by the distance measure used in finding the distance between two points. Its effectiveness
in clustering data points depends on the distance measure used. The Euclidean distance measure is commonly used, but any

Figure 5. High_Low Outliers in Respect to Date
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Figure 6. Outliers of high and low price in respect to date

other distance measure can be used. Also, before computing the distances between two points with different units, the data
points must be normalized.

4.4 Selecting the Parameters Eps and MinPts
The DBSCAN algorithm requires two user-defined parameters Eps and MinPts. The values of these parameters have a big
impact on the performance of the DBSCAN. For instance, if Eps is large enough, then all points form a single cluster, and no
points are labeled as outliers. Likewise, if Eps is too small, majority of the points are labeled as outliers. There are several
approaches that can be used to determine the values of Eps and MinPts.

The first approach uses the parameters specified by the experts. The parameters are provided by an expert who is very familiar
with the data set to be clustered. An expert can provide the parameters and ruAn the DBSCAN algorithm, which provides graphs
adjuststhe parameters, and runs the algorithm until he/she gets good results. Good results are determined by the expert showing
which points from the data sets are considered to be outliers. Using visualization, an expert looks at the graphs, knowledge of
the data set. An expert selects parameters that can be used as default parameters for that data set.

Figure 7. Outliers of open and close price in respect to date
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The k - dist approach looks at the behavior of the distance from a point to its kth nearest neighbor. If k is not larger than the
cluster size, the value of k - dist is small for points that belong to the same cluster. The k - dist for points not in the cluster is
relatively large. The idea is to pick a value of k to be the MinPts. The following steps are performed to find the value of k:

1.  Compute the k -  dist, (distance to its kth nearest neighbor) for each of the data points.

2.  Sort k - dist measures in increasing order.
3.  Plot the sorted k -  dist values. We expect to see a sharp change at the value of k - dist that corresponds to a suitable value
of  Eps

The figure above shows that the objects are encircled in the plotted graph shows the outliers of Open Price and Close Price
against the corresponding dates as this has gone through the dbscan algorithm.

5.  Conclusion

The nested loop (NL) algorithm avoids the explicit construction of any indexing structure and its time complexity is
O(kN2).Compared to a tuple-by-tuple brute force algorithm that pays no attention to I/O’s. Algorithm Nested Loop (NL) is
always superior because it tries to minimize I/O’s.
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