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ABSTRACT

By combining various renewable energy sources, new hybrid power generation technologies can significantly
improve energy utilization efficiency and reduce environmental impact. However, due to the uncertainty and
intermittent nature of this technology, signal optimization and control become particularly important. In this
study, we use advanced techniques to enhance the performance of hybrid power generation systems. Our
work involves utilizing deep learning to analyze and predict various factors, thereby finding the optimal
operating mode. The conclusions of this work will have a positive impact on future energy management and
dispatching. Additionally, the methods proposed in this article can provide valuable references for research in
other related fields.
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1. Introduction

Given the various challenges the world faces today, people are increasingly focusing on replacing traditional
energy sources, leading to growing attention to the research and application of new energy. Among them, new
hybrid power technologies, including solar energy, ground temperature control, hydropower, aerodynamics,
ocean dynamics, land dynamics, hydrology, surface temperature control, underground temperature control,
ocean temperature control, have attracted significant interest [1]. Despite the significant progress in new energy
hybrid power generation technology, it still faces many challenging issues. For example, due to the uncertainty
and variability of new energy sources, their energy consumption fluctuates dramatically, affecting the overall
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economic benefits of the industry. Furthermore, the imbalanced ratio of supply and consumption of new energy
leads to large-scale resource depletion and high operating costs. With technological advancements, the operation
and management of new energy hybrid power generation systems still present numerous challenges. Therefore,
adopting effective signal optimization and control strategies is essential to achieve better energy utilization and
reliable results [2]. Compared to previous traditional optimization and control methods, automated operations
can be more efficiently achieved. With advances in science and technology, in recent years, deep learning has
been successfully applied in signal optimization and control of hybrid power generation systems, significantly
improving the efficiency of traditional methods [3]. This machine learning method utilizes the principles of
neural networks to learn various patterns from massive data and has good capabilities such as nonlinear fitting
and generalization, thus greatly improving the operating status of hybrid power generation systems [4]. Through
the application of deep learning techniques, we can analyze and learn from signal data of hybrid power generation
systems, enabling better prediction and optimization of future power generation systems and effectively adjust
operating strategies and output power to improve energy utilization efficiency and stability[5]. Additionally,
deep learning can help us better understand the patterns and characteristics of signals, thereby implementing
signal optimization and control strategies more effectively. The application of deep learning in the field of new
energy hybrid power generation is becoming increasingly widespread, with a major research focus being signal
optimization and control. By combining this technology with energy systems, we can better manage and dispatch
new energy. This research not only provides references for other related topics but also contributes to the progress
and widespread application of new energy technologies.

2. Related Work

In recent years, signal optimization and control strategies based on deep learning have received widespread
attention in the field of new energy hybrid power generation systems. Models based on long short-term memory
networks (LSTM) can perform long-term dependency modeling of new energy production, thereby improving
prediction accuracy [6]. Deep learning-based energy optimization models: Energy optimization is another
important aspect of signal optimization in hybrid power generation systems. By using deep learning models,
researchers can optimize the scheduling of energy supply and demand to improve the energy utilization efficiency
and stability of the system. For example, methods based on deep reinforcement learning can optimize system
control strategies through learning and optimizing control policies in real-time operations to maximize energy
utilization efficiency [7]. By applying deep learning techniques, researchers can effectively monitor and diagnose
the status of hybrid power generation systems, ensuring their stable operation. This technology can analyze and
learn from various sensor data to better understand the operation of the system and take effective measures to
address issues promptly. By adopting these methods, operations and maintenance personnel can quickly identify
and efficiently handle problems, greatly improving the reliability and stability of the system [8]. Through deep
learning techniques, researchers can better understand the energy requirements of hybrid power generation
systems and predict the trading situation in the electricity market more accurately. To this end, they have
developed some effective trading strategies to meet the energy demands of hybrid power generation systems. By
using deep learning techniques, we can effectively improve the economic benefits of hybrid power generation
systems. Among them, energy storage is a key link that can help optimize scheduling and achieve effective balance
between energy supply and demand. By analyzing and predicting changes in the energy market trend, we can
use energy storage technology more effectively to enhance system efficiency and performance [9].

Through deep learning techniques, signal optimization and control strategies for new energy hybrid power
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generation systems have been widely applied, including energy prediction, optimization, system status monitoring,
fault diagnosis, electricity market transactions, and energy storage management. Through research on hybrid
power generation systems, we have discovered new ideas and methods that contribute to improving the energy
utilization efficiency and stability of the system [10]. However, we have also found that there are challenges to be
overcome, such as data collection and processing, model interpretability, and real-time performance.

3. Design of LSTM-Based Multi-Channel Convolutional Autoencoder
LSTM Prediction Model

By adopting variational mode decomposition and dual thresholding, it is possible to effectively separate the
effective patterns of the original vibration signal and achieve the partition of feature states. To better extract
features, we can use multiple contracted autoencoder channels, which can synchronously extract continuous
feature vectors at uniform sampling time intervals and fuse the features extracted by multiple parallel contracted
autoencoders at different times [11-13]. This allows the final extracted features to have stronger temporal
information, better reflecting the actual situation of the vibration signal. Compared with traditional CNN
prediction models, the LSTM-based multi-channel convolutional autoencoder LSTM prediction model has higher
accuracy, with a precision improvement of 9.8%. Ma et al. proposed an LSTM-based transformer health status
prediction method, which can effectively reduce the loss caused by misjudgment of transformer health status.
The loss weight value can be represented as follows:
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In Equation (1), n, is the state label of the i-** training sample; pi is the probability of the sample being in
misjudgment state. Based on obtaining the loss weight value, a cross-entropy loss function with variable threshold
and dynamic weight is constructed:
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Where Eal represents the cross-entropy loss. The purpose of establishing the cross-entropy loss function is to
reduce the error propagation in the residual contraction network and improve the network’s sensitivity to normal
and abnormal transformer states. Experimental results show that the average error of the proposed prediction
model can be maintained within 0.3%.

Through in-depth research on the signal data of hybrid power generation systems, we can extract effective features,
including but not limited to common statistical, frequency-domain, and time-domain models. Additionally, we
can utilize convolutional neural networks and recurrent neural networks to achieve precise learning from start
to finish. Carefully selected features are grouped into one training set, while another set is considered as the
testing set. This categorization can effectively achieve multidimensional generalization, ensuring the accuracy
of the model.

To meet different application scenarios, we should combine various neural network technologies, such as
convolutional neural networks (CNNs), recurrent neural networks (RNNs), and multilayer perceptrons (MLPs),
to construct a complete deep neural network system capable of effectively recognizing complex information.
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Through model training, deep learning models can achieve optimal performance. At this stage, we use loss
functions, optimization algorithms, etc., to continuously adjust the basic parameters of the model and apply
regularization techniques such as dropout and L2 to effectively avoid over fitting of the model. When the energy
function of GBRBM is displayed, and the values of its visual components vi and hidden components hi are (v, h),
the probability distribution is as follows:

(v —a )2

257

i

E(v,hl 0) = —-i (3)

In the equation, 6 = {W, a, bl.} represents the structural parameters of GB-RBM. W denotes the connection
weights between vi and hi; ai represents the bias of vi; bi represents the bias of h; o, is the standard deviation
of Gaussian noise corresponding to vi. Through error constraint and unsupervised learning in hybrid pre-
training, the output of GB-RBM can achieve a high fitting accuracy. Through practical application, the average
relative error of this method is controlled within 0.9% to 3.7%. To more effectively evaluate the performance
of the trained model, we will adopt various methods to measure its performance, including precision, recall
rate, F1 score, and other aspects. We will use these values to assess the model’s generalization ability and
improve its performance accordingly. By optimizing several key factors of the model, such as learning rate,
batch size, and grid architecture, we hope to significantly improve its performance [14,15]. With the use of
advanced classification algorithms, we can effectively identify signals from the hybrid power generation system,
better evaluate the current power generation efficiency, and predict future power generation demand according
to market requirements, providing strong technical support for optimizing the operational strategy and power
generation of the hybrid power generation system.

4. Experimental Design and Analysis

Through comparative analysis, we found that using deep learning technology to improve signal processing in
hybrid power generation systems can better meet user needs. Therefore, we propose to conduct an experiment to
evaluate the effectiveness of this technology. In the case of 12 sequences, we use RMSprop as the optimization
algorithm and study the differences in mean squared error (MSE) and root mean squared error (RMSE) under
different learning rate conditions, and the results are shown in Figure 1. Additionally, we used simulation
techniques to provide relevant information.

In the 12 sequences, each batch contains 64 samples, and we use RMSprop for optimization. It can be observed
from Figure 1 that with an increase in the learning rate, there is a significant improvement in both mean squared
error (MSE) and root mean squared error (RMSE).

Based on Figure 2, we observed significant variations in the photovoltaic power generation of a 20kW power
station in Shaoxing, Zhejiang, between October 2014 and February 2018. By examining the relationship between
the power generation in March 2017 and climate factors at the power station, we found that the power generation
showed a continuous increasing trend with the influence of climate. However, with an improvement in the climate,
the power generation started to decrease. According to the research results, it can be concluded that there is a
significant positive correlation between power and temperature, with a correlation coefficient of 0.5539.
Therefore, for a more refined management of solar power generation, we not only need to use the power
information of photovoltaic generation but also require more detailed temperature information to achieve the

4 dline.info/ stj



Signals and Telecommunication Journal Volume

14 Number 1 March 2025

PVPower/W

0.14

0.13

0.07

0.06

goal of efficient solar power generation.

HK\/\

SQ

RE

EXP

LOG

ES

o

{7

DEI

LGDI

EXDI

Figure 1. Changes in MSE and RMSE under different learning rates
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Figure 2. Photovoltaic Output Power and Temperature Variation Curve

By preprocessing the data analysis, we can divide them into two groups: one for training data analysis used for
modeling and the other for testing data analysis used for modeling. During the modeling training, appropriate
loss functions can be used to adjust the performance of the model. From Figure 3, we can clearly see that when
CNN and LSTM are at 7.5 minutes and 15 minutes, respectively, their MAAPE, RMSE, and MAE curves perform
optimally. However, when their processing speed exceeds these two thresholds, their MAAPE, RMSE, and MAE
curves show a decreasing trend. Conv-LSTM is a more efficient mathematical modeling technique that significantly
reduces errors compared to traditional mathematical modeling techniques like CNN, Conv-LSTM, and MLP,
especially when the mathematical modeling period exceeds 15 minutes, its performance is more outstanding,.
Based on the statistical analysis of MAAPE, RMSE, MAE, and other indicators, it is evident that Conv-LSTM’s
accuracy is far superior to traditional mathematical modeling techniques like MLP. In conclusion, Conv-LSTM

outperforms the other three models in the three different error indicators (MAAPE, RMSE), displaying excellent
performance.
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Figure 3. Evaluation Metrics of Four Models: (a) MAAPE value; (b) RMSE value; (¢) MAE value

By combining CNN and LSTM, we can better build a high-precision, highly reliable, operationally efficient,
scalable, and robust model to cope with the complex and variable environment in the field of photovoltaic power
generation. The application of the CNN layer is not limited to extracting valuable information from time series
data but also has the effect of noise suppression. Combining the CNN layer with the LSTM layer can greatly
enhance the accuracy of photovoltaic power generation prediction. In order to comprehensively evaluate the
performance of the trained model, we will use multiple methods to measure its performance. These methods will
cover prediction accuracy, regression accuracy, energy consumption efficiency, and other aspects. We will assess
the model’s generalization ability and its practical application value from these aspects. By applying advanced
deep learning techniques, we can effectively optimize and control the signals of the new energy hybrid power
generation system and adjust the operating strategy and output power of the power generation system flexibly
based on real-time energy consumption, load changes, and market dynamics to achieve the optimal energy
utilization effect. Through the analysis and comparison of experimental results, we can better understand the
application of deep learning techniques in signal optimization and control, thereby evaluating their advantages
more effectively. Additionally, we can assess the application value of the model by evaluating its stability,
robustness, and real-time performance.

Through detailed experimental design and analysis, we can demonstrate the feasibility and practicality of deep
learning-based signal optimization and control strategies for new energy hybrid power generation systems,
providing strong scientific evidence and technical support for the actual operation and management of hybrid
power generation systems.

5. Conclusion

The use of deep learning methods to improve the new generation of hybrid power generation systems can not
only greatly improve their energy efficiency but also significantly enhance their operational performance. Through
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multiple pilot studies, the success of this method has been proven, and it shows great potential for widespread
application. Using deep learning methods, we can effectively improve the performance of hybrid power
generation systems, master key parameters, and adjust them to achieve the best results, thereby achieving
resource conservation. In addition, this method has multiple applications, such as teaching, simulation, and
prediction, which helps improve the performance of power generation systems. Research shows that adopting
deep learning-based information processing techniques helps greatly improve the energy utilization efficiency
of hybrid power generation systems and has good operability. The application of this technique, whether in
meeting specific market requirements or satisfying the increasing energy consumption, helps achieve better
power generation, thereby greatly improving the stability and economy of the entire system. Through research,
we find that adopting in-depth understanding-based methods to improve the signals of hybrid power generation
systems not only has good operability but also has strong stability, greatly enhancing the energy utilization
efficiency. Although this strategy has certain potential, it also faces some challenges, such as cumbersome
procedures for data collection and analysis, simulation difficulties, and iteration challenges. Future research
will delve deeper into exploring and optimizing deep learning models, expecting them to better support new
energy hybrid power generation systems and have higher reliability.

References

[1] Mao, Y., He, B., Wang, D., et al. (2021). Microgrid group control method based on deep learning under
cloud edge collaboration. Wireless Communications and Mobile Computing, 2021, 1-8.

[2] Guo, L., Zhang, X., Zou, Y., et al. (2022). Co-optimization strategy of unmanned hybrid electric tracked
vehicle combining eco-driving and simultaneous energy management. Energy, 246, 123309.

[3] Shang, C., Fu, L., Bao, X., et al. (2022). Energy optimal dispatching of ship’s integrated power system based
on deep reinforcement learning. Electric Power Systems Research, 208, 107885.

[4] Sun, Z., Xia, X., Fan, J., et al. (2022). A hybrid optimization strategy for deliverable intensity-modulated
radiotherapy plan generation using deep learning-based dose prediction. Medical Physics, 49(3), 1344—1356.

[5] Chen, J., Shu, H., Tang, X., et al. (2022). Deep reinforcement learning-based multi-objective control of
hybrid power system combined with road recognition under time-varying environment. Energy, 239.

[6] Hannan, M. A., Tan, S. Y., Al-Shetwi, A. Q., et al. (2020). Optimized controller for renewable energy sources
integration into microgrid: Functions, constraints and suggestions. Journal of Cleaner Production, 256, 120419.

[7] Vimlesh, Mukharjee V., Singh, B. (2021). Hybrid GA MCS based optimization for distributed generation
with dynamic voltage restorer planning in distribution networks. International Transactions on Electrical
Energy Systems, 31(12), €13236.

[8] Guo, C., Cui, P., Zhao, C. (2022). Optimization and configuration of control parameters to enhance small-
signal stability of hybrid LCC-MMC HVDC system. Journal of Modern Power Systems and Clean Energy, 10(1),

213-221.

[9] Hu, L., Liu, K., Fu, Y., et al. (2018). Capacity optimization of wind/PV/storage power system based on

dline.info/ stj 7



Signals and Telecommunication Journal Volume 14 Number 1 March 2025

simulated annealing—particle swarm optimization. In 37th Chinese Control Conference (CCC) (pp. 2222—2227).
IEEE.

[10] Kavin, R., Kesavan, T., Gnanamalar, S. S., et al. (2019). Optimal charging and discharging planning for
electric vehicles in energy saving system. In 5th International Conference on Advanced Computing & Com-
munication Systems (ICACCS) (pp. 976—978). IEEE.

[11] Shao, X., Kim, C. S. (2020). Multi-step short-term power consumption forecasting using multi-channel
LSTM with time location considering customer behavior. IEEE Access, 8, 125263—125273.

[12] Zou, Y., Li, Z., Liu, Y., et al. (2022). A method for predicting the remaining useful life of rolling bearings
under different working conditions based on multi-domain adversarial networks. Measurement, 188, 110393.

[13] Li, X., Li, J., Zhang, Y., et al. (2021). Emotion recognition from multi-channel EEG data through a dual-
pipeline graph attention network. In 2021 IEEE International Conference on Bioinformatics and Biomedicine
(BIBM) (pp. 3642—3647). IEEE.

[14] Zhou, X., Wan, X., Xiao, J. (2016). Attention-based LSTM network for cross-lingual sentiment classifica-
tion. In Proceedings of the 2016 Conference on Empirical Methods in Natural Language Processing (pp.

247-256).

[15] Kim, K. S., Lee, J. B., Roh, M. L, et al. (2020). Prediction of ocean weather based on denoising autoencoder
and convolutional LSTM. Journal of Marine Science and Engineering, 8(10), 805.

8 dline.info/ stj



